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ABSTRACT
This paper concerns the development of a music codebook
for summarizing local feature descriptors computed over time.
Comparing to a holistic representation, this text-like repre-
sentation better captures the rich and time-varying informa-
tion of music. We systematically compare a number of exist-
ing codebook generation techniques and also propose a new
one that incorporates labeled data in the dictionary learn-
ing process. Several aspects of the encoding system such as
local feature extraction and codeword encoding are also an-
alyzed. Our result demonstrates the superiority of sparsity-
enforced dictionary learning over conventional VQ-based or
exemplar-based methods. With the new supervised dictio-
nary learning algorithm and the optimal settings inferred
from the performance study, we achieve state-of-the-art ac-
curacy of music genre classification using just the log-power
spectrogram as the local feature descriptor. The classifi-
cation accuracies for benchmark datasets GTZAN and IS-
MIR2004Genre are 84.7% and 90.8%, respectively.

Categories and Subject Descriptors
H.5.5 [Sound and Music Computing]: Methodologies
and techniques, Systems

General Terms
Algorithms, Performance

Keywords
Sparse coding, dictionary learning, genre classification

1. INTRODUCTION
Music is one of the most popular types of multimedia in-

formation. The explosive growth of online music streaming
and download services and the availability of large storage
at low cost have greatly changed our way of listening to and
consuming music. It is not unusual that personal collections
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of music exceed the practical limits on the time we have to
listen to them [10]. To help users navigate, search, and orga-
nize music information in a more efficient way, an increasing
number of content-based music information retrieval (MIR)
systems have been developed [6,33]. The video sharing web-
site Youtube can now detect copyrighted music material that
was uploaded to the site, and the Apple iTunes’“Genius”ser-
vice can automatically generate a playlist of songs from the
user’s library that go great together.12 New music apps for
mobile devices are continually being designed.

Underlying almost all the current MIR systems is the ap-
plication of signal processing and machine learning tech-
niques to extract meaningful semantic information from mu-
sic signals. Despite that music research is junior in compari-
son to the large and mature fields of speech and image/video
research, recent years have witnessed a growing number of
new algorithms that exploit the particular properties of mu-
sic, such as its harmonic and rhythmic structures. For ex-
ample, to analyze the repetitive patterns in a music piece
a transposition-invariant similarity measure has been found
useful as musical parts may be repeated in another key [39];
to identify the cover versions of a song beat-synchronous
modeling is often employed to overcome the variability in
tempo of different covers [5]. Although we are still far from a
complete representation of the musical features that human
are able to compute to perceive and enjoy music, remarkable
progress is being made, as reported in a recent survey [33].

An important aspect of music signal processing is the ag-
gregation of audio features computed over time. One may
compute features from a sequence of overlapping short-time
frames and then take the mean and variance along the tem-
poral dimension to create a single feature vector at a larger
time scale [14, 32]. However, such temporal pooling ap-
proaches cannot well represent music information that hap-
pens in a short temporal moment (e.g., “guitar solo”) [30].
As a result, prevalent in current music classification sys-
tems is the “bag-of-frames” (BOF) model that represents
each music piece as a histogram over a dictionary of mu-
sic “codewords” selected or learnt from a music collection
[20, 22, 27, 30, 31, 50]. This general strategy has been par-
ticularly successful in both the semantic annotation of mu-
sic [22,30,50] and image/video [54,56].

This paper presents an endeavor that aims at improving
the BOF model by adapting the recent advances in dictio-
nary learning and sparse coding to MIR.3 It has been shown

1http://www.youtube.com
2http://www.apple.com/itunes/
3A signal is sparse when most of its elements are zero.
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that modeling a signal as sparse linear combinations of ba-
sis elements in the dictionary is very effective in many signal
processing applications [15], and that learning the dictionary
instead of using off-the-shelf bases leads to better perfor-
mance [28]. To investigate how this technique best helps the
designer of an MIR system, we are motivated to conduct a
comprehensive evaluation that empirically compare different
codebook generation methods, from conventional kmeans-
based vector quantization method [31] to recent exemplar-
based or optimization-based ones [28, 52], and different de-
sign choices covering encoding method, local feature descrip-
tion, frequency bands that are taken into account, the size
and the non-negativity of the codebook. Several new in-
sights are drawn from the experimental result.

Furthermore, we propose a new algorithm that incorpo-
rates ground truth labels in the dictionary learning proce-
dure to enhance the discriminative power of the learnt code-
words. Based on this supervised dictionary learning (SDL)
algorithm, we develop a dictionary-based music genre clas-
sification system that obtains state-of-the-art accuracies on
two benchmark datasets GTZAN and ISMIR2004Genre us-
ing just the log-power spectrogram computed by short-time
Fourier transform as the local feature descriptor.

The paper is organized as follows: First, we briefly review
related work in Section 2. Next, we introduce the concept
of dictionary learning in Section 3 and then describe SDL
in Section 4. Section 5 provides the details of a dictionary-
based music genre classification system we utilize for sys-
tematic evaluation, and Section 6 reports and discusses the
result. Finally, we conclude the paper in Section 7.

2. RELATED WORK
Music unfolds over time, and music’s most expressive qual-

ities probably relate to its structural changes across time
[12]. To take the temporal dynamics of music into account,
many short-time local descriptors of music have been devel-
oped. Typically a music signal is broken into small, possibly
overlapping frames (e.g., 46 ms) that are processed and sub-
ject to feature extraction [33]. This leads to a variable-length
feature sequence for each signal. To train a classifier, Turn-
bull et al. modeled the feature distribution of each music
class by a Gaussian mixture model (GMM) and used the
posterior likelihood to determine the association between a
test signal and each class [48], whereas Hamel et al. inves-
tigated temporal pooling strategies that map a sequence of
features into a fixed-size feature vector that can be fed to
algorithms such as decision tree or support vector machine
(SVM) [14]. A multivariate autoregressive model has also
been developed to model temporal feature correlation [32].

The short-time descriptors of music can also be quantized
or clustered to form music codewords that are analogous to
words in a text document, with each word corresponding to
a semantic element of the audio document [27]. Each song
can be represented as a histogram over a dictionary of mu-
sic codewords and subject to algorithms such as latent topic
analysis or text-based keyword search well developed in text
research. Such text-like representation of multimedia con-
tent has been found extremely useful for visual analysis since
the advent of the SIFT (scale invariant feature transform)
local interest point descriptor [26] and the bag-of-visterms
(or visual words) model.

A number of algorithms have been proposed to generate
the codewords for music. For instance, McFee et al. em-

ployed kmeans to cluster a collection of frame-level MFCC
vectors and used the cluster centers for vector quantization
(VQ) [31]. The codeword histogram of a song is constructed
by counting the frequency with which each codeword quan-
tizes the bag of MFCC vectors of that song. Wang et al.
proposed a framework that models the distribution of a col-
lection of short-time features using GMM and regarded each
mixture component as a codeword [50]. The posterior prob-
ability of each mixture component yields a soft-assigned en-
coding criterion that enhances the modeling ability of the
GMM-based encoding system over the VQ-based one. Levy
et al. represented music by a joint vocabulary consisting
of both conventional words drawn from social tags and au-
dio codewords generated by using self-organizing map, a
topology-preserving clustering algorithm [22].

Sparse representations have also been exploited for MIR
applications, mostly for source separation and melody tran-
scription. Many researchers have reported success when de-
composing music signals using non-negative matrix factor-
ization or sparse coding methods, as surveyed in [40]. Some
approaches used off-the-shelf bases such as modified discrete
cosine transform or wavelet basis, while others learned a
dictionary from the data with prior assumptions such as a
source-filter model or a smoothness constraint [4]. In addi-
tion, Lee et al. proposed a dictionary-based method for mul-
tipitch estimation of polyphonic music, where each codeword
corresponds to an exemplar of a different parts of a note (at-
tack, sustain, and release) [21]. Henaff et al. achieved state-
of-the-art accuracy in music genre classification by using an
efficient approximated sparse coding method with predictive
sparse decomposition [16]. In this paper we also evaluate on
genre classification and obtain even better performance than
this prior art among others.

To our best knowledge, few attempts if any have been
made to systematically compare different codebook genera-
tion methods for MIR. We opt for evaluating on genre clas-
sification for it is one of the most well studied MIR prob-
lems [10]. Nevertheless, the proposed framework is simple
to implement and readily applicable to other tasks such as
music auto-tagging and content-based music retrieval [6].

3. DICTIONARY LEARNING
Given an input signal vector x ∈ <m, the sparse represen-

tation problem can be mathematically formulated as

α∗ = argmin
α

1

2
‖x−Dα‖22 + λ‖α‖1, (1)

where α ∈ <k is a sparse coding of x, D ∈ <m×k is a given
codebook, and λ is a parameter for the trade-off between α’s
sparsity and the representation accuracy. Typically λ is set
to 1/

√
m because that is the classical normalization factor

[28], where m is the feature dimension of x. This problem
is usually referred to as basis pursuit [8] or Lasso [47] in the
machine learning and statistics literature. It can be solved
efficiently by off-the-shelf programs such as LARS-lasso [9].

It has been shown that using a learnt codebook instead of
a predefined one improves the performance of sparse coding
as the learnt one is more adapt to the data being processed
[28]. The codebook learning problem can be formulated as

D∗ = argmin
D∈C

1

n

n∑
i=1

(
1

2
‖xi −Dαi‖22 + λ‖αi‖1

)
, (2)
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(a) Unsupervised codebook. (b) Supervised codebook.

Figure 1: A scatter plot of a randomly generated two-dimension synthetic data. The black lines represent
the learnt codeword vector by dictionary learning [28]. The supervised one learns more codewords for the
underrepresented label and therefore has better discriminative power over its unsupervised counterpart.

where xi denotes the i-th signal among a dataset of n signals,
and C is a set of convex matrices in which the l2 norm of
each column dj is less than or equal to one, i.e.,

C , {D ∈ <m×k s.t. dTj dj ≤ 1,∀j = 1, . . . , k, }. (3)

This constraint is imposed to constrain the energy of the
codewords. The formulation in Eq. 2 is a joint optimization
problem in α and D, and a natural solution is to optimize
the two variables in an alternative fashion: minimize one
variable while keeping the other fixed. Several optimization
steps are made until convergence.

Mairal et al. proposed a first-order stochastic gradient de-
scent algorithm to solve this joint optimization problem [28].
This algorithm, which is referred to as online dictionary
learning (ODL), scans through the training set and processes
one randomly selected element xt at a time by alternating
a sparse coding step for computing the decomposition αt of
xt over the dictionary Dt−1 obtained at the previous itera-
tion, with a dictionary update step that solves the following
minimization problem,

Dt , argmin
D∈C

1

t

t∑
i=1

(
1

2
‖xi −Dαi‖22 + λ‖αi‖1

)
,

= argmin
D∈C

1

t
(
1

2
Tr(DTDAt)− Tr(DTBt)),

(4)

where At = At−1 + αtα
T
t and Bt = Bt−1 + xtα

T
t . Dt can

be obtained efficiently by using Dt−1 as warm restart be-
cause the cost function defined in Eq. 4 aggregates the past
information computed during the previous steps of the al-
gorithm. Because of its low memory consumption and rela-
tively lower computational cost, ODL is more scalable than
standard second-order batch algorithms [28]. Therefore, we
also adopt ODL for codebook generation in our evaluation.

4. SUPERVISED DICTIONARY LEARNING
As ODL does not consider any labeled information, the

generated codewords may not equally span the space of
each music label. For classification problems, an unbalanced

codebook is not favorable as the examples of an underrepre-
sented class may be encoded with codewords that are asso-
ciated with nearby classes. As a result, the classifier cannot
make accurate prediction as the sparse representation of the
underrepresented class is similar to that of other classes.

To address this problem, we improve ODL by exploiting
the class labels. Specifically, we develop a two-layer struc-
ture that decomposes the codebook into a number of sub-
codebooks, each of which is trained independently by ODL
using the examples of a specific class. For a classification
problem with c labels, the codebook is structured as

D , [D1, D2, . . . , Dc], (5)

where D1, D2, . . . , Dc are the sub-codebooks for each label,
and each sub-codebook has the same size. As we do not
know the class membership of an input test signal in prior,
we use the combined codebook D to encode it. It is ex-
pected that the codewords assigned to the signal are mostly
associated with the correct class.

An illustration of the unbalanced codebook problem is
shown in Fig. 1 using synthetic data randomly generated
in 2D. It can be found that the supervised approach learns
more codewords for the underrepresented class and thereby
better represents that class than its unsupervised counter-
part.

For the encoding system to select codewords that are as-
sociated with the correct label for an input signal, we find
it useful to impose a non-negativity constraint α ≥ 0 in
both the codebook generation and codeword assignment pro-
cesses. With this constraint the generated codewords are
less likely to span spaces in the opposite direction of the
true one, which may happen in the unconstrained case as a
result of minimizing ‖x−Dα‖2, and the encoded codewords
for a signal are more likely associated with the true class.

5. DICTIONARY-BASED FRAMEWORK
A system diagram of the dictionary-based music classifi-

cation framework utilized in this study is presented at Fig.
2, with the training part shaded. It takes as inputs a collec-
tion of low-level audio descriptors of training songs and the
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Figure 2: A system diagram of dictionary-based music classification.

corresponding ground truth labels, and generates as outputs
a codebook and a SVM model [43] that is trained using the
histograms over the codewords as features. The learnt code-
book is used to compute the encoding of a test song, which is
then fed into the SVM model for classification. The details
of each system component is described below.

5.1 Short-time Audio Representation
A great many short-time audio representations have been

proposed in the literature, with the magnitude spectrogram
computed by short-time Fourier transform possibly being
the most fundamental one [33]. It describes the time-varying
energy across different frequency bands in a linear frequency
scale of the signal. A log-power spectrum is often used be-
cause human sensation of power is logarithmic. Moreover,
we also consider the following variations,

• Mel-spectrogram that is computed by wrapping the
linear-frequency scale into a nonlinear Mel-scale by tri-
angular filters. The Mel-scale is designed to approxi-
mate the frequency resolution of human ear, which is
more sensitive to differences at low frequencies.

• MFCC that encodes the coarse shape of the Mel-
spectrum by taking the discrete cosine transform. Typ-
ically only the 10–20 lowest coefficients are retained
and the rest are discarded in order to make the timbre
features invariant to pitch information present in the
higher coefficients [33]. MFCC is by far the most pop-
ular feature representation for music classification [3].

• Sonogram which employs techniques such as outer-
ear model, Bark-scale critical-bands, and spectral mask-
ing to better respect human loudness sensation [34].

• Constant-Q transform that replaces linear frequency
scale by a logarithmic one to respect the“octave equiv-
alence” of music perception [33,44], i.e., each doubling
in frequency corresponds to an equal musical interval.

In addition, we also consider limiting the range of frequen-
cies over which the above representations is calculated be-
cause it has been found that human pitch perception is most
strongly influenced by harmonics that occur in a“dominance
region” between about 400 and 2,000 Hz [33], and that the
frequency range for bass instruments, which carries particu-
lar information such as rhythm in a music piece, are between
50 and 400 Hz. Specifically, we consider the following set-
tings: a) use only 50–2,000 Hz, b) use only 400—2,000 Hz,

c) use all available frequencies, d) build two classifiers, one
for 50–400 Hz and the other for 400-2,000 Hz, and fuse their
predictions based on the probability estimates of SVM [43].

We use the MIRtoolbox to compute spectrum, Mel-spectrum,
and MFCC, and the MA toolbox to extract sonogram.45

The frame size and hop size are by default set to 1,024 sam-
ple and 50% of the frame size, respectively. For constant-Q
transform we use the CQT toolbox6 with 96 filters spanning
four octaves from C2 to C6. The feature vector of each frame
is normalized to a unit l2-norm vector.

5.2 Codebook Generation
The following codebook generation methods are consid-

ered:

• kmeans generates a codebook by grouping the train-
ing data into k clusters according to l2 distance, with
each cluster center corresponding to a codeword. We
regard kmeans as the baseline as it is by far the most
common codebook generation method in the litera-
ture [41, 51, 53]. Since the amount of training data
is usually huge (e.g., for each song there are thousands
of frame-level feature vectors), for scalability we adopt
the mini-batch kmeans algorithm for clustering [45].

• ODL: The online dictionary learning algorithm [28].
While kmeans can be thought as adapting the code-
book to the training data for the l2 distance encoder,
ODL adapts the codebook to training data for sparse
coding. Due to the consideration of sparse represen-
tation, ODL is potentially powerful than kmeans, but
its computational cost is relatively higher [28]. Note
that ODL does not use a non-negativity constraint.

• SDL: The proposed supervised dictionary learning al-
gorithm described in Section 4. Hypothetically it out-
performs ODL for supervised tasks. As a slight abuse
of terminology, we use SDL] to indicate the version
without using non-negativity constraint.

• Exemplar-based method directly uses all or a subset
of the training data as codewords to construct a dic-
tionary. It has been shown useful for audio tasks such
as music genre classification [37] and automatic speech

4http://www.jyu.fi/music/coe/materials/mirtoolbox
5http://www.ofai.at/~elias.pampalk/ma/index.html
6http://www.elec.qmul.ac.uk/people/anssik/cqt
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recognition [11]. Exemplar-based method is conceptu-
ally opposite to the previous ones as it does not adapt
the codebook for encoding. Its computational cost is
low as no learning is needed.

5.3 Codeword Encoding
We consider the following two encoding methods:

• L2-based encoding, or vector quantization, is perhaps
the most common way for codeword encoding [41, 51,
53]. It encodes a given signal x by solving the following
constrained minimization problem,

α∗ = argmin
‖α‖0=1

‖x−Dα‖2, (6)

where ‖ · ‖0 denotes the zero norm, or the number of
nonzero elements. In other words, only one codeword
that is closest to the signal is selected for encoding.

• L1-based encoding obtains a sparse coding α of x by
solving Eq. 1. It can select multiple, but just a few,
codewords for encoding and assign a membership αk ∈
[0, 1] for each selected codeword. We use LARS-lasso
[9] to achieve L1-based encoding for it has a C-based
implementation that is efficient and publicly available.

Different combinations of codebook generator and code-
word encoder lead to different encoding systems. Some com-
binations correspond to existing methods, e.g., kmeans+L2
[31], ODL+L1 [28], and Exemplar+L1 [21], while others are
essentially new algorithms. For example, kmeans+L1 uses
the cluster centers computed by kmeans for sparse coding,
whereas ODL+L2 picks the codeword with largest αk from
the learnt codebook to encode a signal. Section 6.2 presents
an empirical comparison of all the possible combinations.

5.4 Bag-of-Histograms Encoding Aggregation
For classification we require a song-level representation of

each song. A typical approach is to construct a histogram
that accumulates the frequency of occurrence of each code-
word over the short-time frames [41, 51]. This method, al-
beit simple and effective, is not optimal. It has been found
that partitioning a song into short segments, each span a
number of frames, usually improves the classification accu-
racy [2,49]. These segments are called “texture windows” by
Tzanetakis et al. as it should correspond to the minimum
time amount of music that is necessary to identify a particu-
lar music “texture” [49]. It has been found that the optimal
window size for the texture window falls between 3–5 sec-
onds [13]. Therefore, we aggregate the codeword encoding
over a texture window of 5 seconds, with 50% overlap, and
represent a song as a bag-of-histograms.

As for training, our system uses all the histograms from
the training songs as independent training instances. The
label of each histogram is inherited from the associated song.
As for prediction, we predict the probability estimate [43]
of the association between each texture window and each
label, and aggregate the probability estimates over the bag-
of-histograms with summation. In the end, the label with
the maximum probability is selected as the final prediction.

5.5 Histogram Intersection Kernel and SVM
The histogram intersection kernel (HIK), KHI(ha, hb) =∑k
j=1 min(ha(j), hb(j)) is often used a measurement of sim-

Table 1: Classification accuracy of different local fea-
ture descriptors for GTZAN.

Dimension kmeans+L2 ODL+L1
Spectrogram 513 65.6% 82.6%
Mel-spctrogram 40 65.5% 71.7%
MFCC 20 69.1% 73.7%
Sonogram 23 68.3% 72.8%
CQT 96 65.2% 74.5%

ilarity between histograms ha and hb, and because it is posi-
tive definite it can be used as a kernel for SVM [29,43]. It has
been shown that for histogram features, the use of HIK for
SVM usually outperforms linear of nonlinear kernels such as
the radial basis function [29]. Moreover, HIK SVM is com-
putationally comparable with linear SVM and therefore is
scalable to large data. Consequently, we use HIK SVM as
the classification algorithm in our system.

6. EXPERIMENT
We evaluate the performance of the dictionary-based frame-

work on music genre classification, one of the most well stud-
ied problems in MIR [10]. Two benchmark datasets are
employed. The first dataset GTZAN is composed of 1,000
30-second clips covering ten genres [49], whereas the second
dataset ISMIR2004Genre consists of 1,458 full-length songs
covering six genres.78 While GTZAN is a balanced dataset,
with 100 clips per genre, ISMIR2004Genre is unbalanced
(e.g., 320 examples for classical but 26 for jazz blues). Each
song is converted to a standard mono-channel and 22,050
Hz sampling rate WAV format.

Evaluation on GTZAN is typically conducted using a strat-
ified 10-fold cross validation, with the class distribution in
each fold balanced [7, 16, 38]. ISMIR2004Genre comes with
predefined training and development half-half split, so one
uses the development set for testing [38]. The performance
is measured in terms of the (average) classification accuracy.

6.1 Comparison of Local Feature Descriptors
We first compare the performance of different local fea-

ture descriptors for classifying GTZAN using the existing
methods kmeans+L2 and ODL+L1 as the encoding meth-
ods. The codebook size is set to 500. We show the results in
Table 1. It can be found that ODL+L1 consistently outper-
forms kmeans+L2 regardless of the feature representation,
showing that sparse coding is more effective than VQ.

For kmeans+L2, using MFCC leads to the best accuracy
69.1%, which is slightly better than the 68.3% achieved by
using sonogram. Interestingly, kmeans+L2+MFCC corre-
sponds to the setting utilized in prior works [31]. It seems
that the classification accuracy of kmeans+L2 is inversely
proportional to the dimension of the adopted feature repre-
sentation. Using a high-dimensional feature representation
may incur the curse-of-dimensionality problem [43] for a l2-
based method like VQ and thereby degrade performance. As

7The datasets are available at http://opihi.cs.uvic.ca/
sound/genres.tar.gz and http://ismir2004.ismir.net/
genre_contest/index.htm.
8The genre classes of GTZAN is classical, country, disco,
hiphop, jazz, rock, blues, reggae, pop, and metal, whereas
those of ISMIR2004Genre is classical, electronic, jazz blues,
metal punk, rock pop, and world.
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Table 2: Classification accuracy of different encoding methods for GTZAN.
MFCC Spectrogram

kmeans Exemplar ODL SDL kmeans Exemplar ODL SDL] SDL
L2 (VQ) 70.1% 69.0% 70.1% — 68.5% 72.8% 66.7% — —
L1 (sparse coding) 72.3% 72.0% 73.4% 74.0% 81.4% 80.6% 83.4% 83.7% 84.7%

MFCC describes the spectral envelope of audio signals in a
compact way, it seems to work nicely with kmeans+L2.

On the other hand, using spectrogram as the feature rep-
resentation for ODL+L1 significantly (p-value<5%) outper-
forms all the other feature representations under the two-
tailed t-test. This result is surprising at the first glance as
spectrogram is considered as the most “primitive” represen-
tation of music. Yet this result implies that sparse coding
works best with a feature representation that captures all
the details of the raw signal. Due to its robustness to out-
liers [52], sparse coding effectively exploits the rich informa-
tion contained in the spectrogram for signal decomposition
while limiting the effect of noises. A similar observation
that spectrogram works better than MFCC for sparse rep-
resentation of music has also been made by Lee et al. for
exemplar-based multipitch estimation [21].

We also found that it is important to use the log-power
spectrogram instead of the raw power spectrogram; using
the latter drops the classification accuracy to 78.0%, which is
still superior to other features but is significantly worse than
the log-power one. Interestingly, this result implies that we
can better approximate the spectral magnitude of an in-
put signal by multiplying rather than summing the spectral
magnitude of other signals, as log(x) + log(y) = log(xy).

In addition, we found that the performance of ODL+L1
is less sensitive to the frame size and hop size of the local
feature descriptor. We have tested the common settings in
the MIR literature [14,16,49], including 512, 1,024 and 2,048
samples for frame size and 1/2, 1/4, and 0 overlapping, and
found that the difference between settings is not significant.
The performance ranges from 80.1% to 83.4%; using 2,048
samples in a frame with half overlapping performs the best.

Finally, we compared the result of using different fre-
quency bands for ODL+L1. The accuracies of the four
settings described in Section 5.1 are 71.2%, 74.3%, 82.6%,
and 75.1%, respectively. Using all frequencies (i.e., 0–11k
Hz) achieves the best result, whereas limiting the frequency
bands only degrades the performance. Dividing frequency
ranges is neither effective. Again, sparse coding works better
when all available information of the raw signal is exploited.

6.2 Comparison of Encoding Methods
Next, we evaluate the performance of different combina-

tions of codebook generators and codeword encoders us-
ing the top two performing feature representations MFCC
and spectrogram. The result for GTZAN is shown in Ta-
ble 2, from which the following observations can be made.
First, we see that the sparse coding (L2) consistently outper-
forms VQ (L1) regardless of the codebook generation meth-
ods. The performance difference is 2–3% for MFCC and
7.8–16.7% for spectrogram. The performance difference be-
tween L2+spectrogram and L1+spectrogram is significant
(p-value<5%) under the two-tailed t-test. Second, when L2
is used as the encoder, there is no major difference between
different codebook generators and feature representations.

Figure 3: Classification accuracy as we vary the
codebook size for different encoding methods.

However, when L1 is used, the performance difference be-
tween MFCC and spectrogram is significant, which is in line
with our observation in Section 6.1. In addition, dictionary
learning methods (ODL, SDL], and SDL) generally outper-
form kmeans and Exemplar. The best result 84.7±4.6%
is obtained by SDL+L1+spectrogram. The standard devia-
tion in classification accuracy of the ten folds is around 3–5%
for all the considered encoding methods. We do not observe
any particular method that leads to better stability.

For the L2 encoder, the best-performing codebook gener-
ator is Exemplar+L2+spectrogram, which outperforms the
classic kmeans+L2+MFCC [31] by 2.7%. We found that
ODL+L2 does not perform well, especially when using spec-
trogram as the feature representation.

For the L1 encoder, dictionary learning methods generally
perform better. Our result shows that SDL is more effective
with the non-negativity constraint on α. Although the per-
formance difference between SDL and ODL is not significant
(84.7% versus 83.4%), we consider the result remarkable as
it outperforms the state-of-the-art accuracy 84.3% obtained
by Hamel et al. [13] and Panagakis et al. [38], who employed
much more sophisticated designs such as three-layer deep
believe networks or tensor-based feature representation.

As for ISMIR2004Genre, the classification accuracies of
ODL, SDL], and SDL are 90.4%, 90.12%, and 90.81%, re-
spectively, when using L1 encoder and spectrogram feature
representation. These accuracies are significantly better than
the existing results 83.2% and 83.5% reported in [38] and
[18]. In addition, we note that SDL consistently outper-
forms ODL for both GTZAN and ISMIR2004Genre.

Fig. 3 shows the result as we vary the size of the codebook
with an increasing step of 250. We observe that the perfor-
mance of SDL+L1 grows linearly as the size of the code-
book increases, but reaches a plateau after the codebook
size is larger than 750. A similar trend can be observed for
ODL+L1. The performance of kmeans+L2 is consistently
lower than that of SDL+L1 by around 15%.
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Figure 4: The stat-of-the-art accuracies for (a) GTZAN and (b) ISMIR2004Genre. Black bars are our results.

In terms of efficiency, the computational time for generat-
ing a codebook of 2,000 codewords from the short-time fea-
tures of 900 songs is 46.7 seconds, 90 mins, and 110 mins for
kmeans+MFCC, ODL+spectrogram, and SDL+spectrogram,
respectively. The average time for encoding a 30-sec clip is
0.569 seconds for L2+MFCC and 15.4 seconds for L1+ spec-
trogram, both are faster than real-time. As the codebook
generation process can be completed in an off-line fashion,
the encoding system is considered fairly efficient.

Fig. 4 compares our results with the state-of-the-art.
Tzanetakis et al. developed one of the first music genre clas-
sification systems using three feature sets for representing
timbral texture, rhythmic content, and pitch content [49].
Hamel et al. employed deep belief network for feature ex-
traction and SVM with radial basis function kernel for clas-
sification [13]. Henaff et al. used an l2-based predictive
sparse decomposition method to learn a dictionary from a
collection of CQT and adopted a linear classifier for classi-
fication [16]. Chang et al. also computed a sparse represen-
tation of music from a large set of short-time and long-time
timbral texture features and developed a compressive sam-
pling based classifier [7]. Panagakis et al. investigated a bio-
inspired third order tensor auditory representation of music
signals. They employed non-negative tensor factorization
for dimension reduction and shown the proposed method
is compatible to the working principle of sparse represen-
tation based classification [37, 38]. By far the best results
for GTZAN and ISMIR2004Genre are achieved by Chang et
al. [7] and Panagakis et al. [37], respectively. Although the
proposed SDL+L1 does not outperform these two prior arts,
its performance is on top of the other existing methods.

For future work we would like to exploit more music prop-
erties such as the frame dependency of local features [4] and
the semantic correlation between music labels [42] to further
boost the performance of the presented framework. We are
also interested in investigating more dictionary learning al-
gorithms such as deep learning [17] and hierarchical sparse
coding [19] and in applying dictionary learning to other MIR
tasks such as mood classification [55], music structure anal-
ysis [46], and auto-tagging [22,30,50].

7. CONCLUSIONS
In this paper, we have presented a dictionary-based frame-

work for summarizing short-time features of music computed

over time. We have benchmarked different encoding and
codebook construction techniques and demonstrated the su-
periority of sparsity-enforced dictionary learning to conven-
tional VQ-based or exemplar-based methods. We have also
showed that by learning a number of sub-codebooks inde-
pendently for each class enhances the discriminative power
of the encoding system. This supervised dictionary learn-
ing algorithm is effective and efficient. Based on the learnt
dictionary we obtain 84.7% and 90.8% accuracies for mu-
sic genre classification on two benchmark datasets GTZAN
and ISMIR2004Genre, which are comparable to the state-of-
the-art. The presented framework is easy to implement and
readily applicable to other multimedia retrieval problems.
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